**Abstract**

In the end of 2019, a new type of coronavirus (SARS-CoV-2) suffered the world and now has become the pandemic coronavirus (COVID-19). The out break of this virus let to crisis around the world and kill millions of people globally. On March 2020, WHO (World Health Organization) declared it as pandemic disease. The first symptom of this virus is identical to flue and it destroy the human respiratory system. For the identification of this disease, the first key step is the screening of infected patients. The easiest and most popular approach for screening of the COVID-19 patients is chest X-ray images. In this study, our aim to automatically identify the COVID-19 and Pneumonia patients by the X-ray image of infected patient. For the identification of COVID19 and Pneumonia disease, the convolutional Neural Network was training on publicly available dataset on GitHub and Kaggle. The model showed the 98% and 96% training accuracy for three and four classes respectively. The accuracy scores showed the robustness of both model and efficiently deployment for identification of COVID-19 patients.

**Introduction**

In 2019 of December, COVID-19 first instance was affirmed in Wuhan the city of China. Within a brief period of 2 months the confirmed cases rose to 1000, having nearly 6000 suspects of having disease. The novel disease had covered the world by September 2020 with an increase in confirmed number of cases regularly. Coronavirus is an infection that causes serious respiratory ailments going from the normal cold to hazardous illnesses. At beginning of the epidemic, people had no idea about the virus. People had no idea about coronavirus in the beginning of epidemic. As per China National Health Commission's " COVID-19 Diagnosis and Treatment Plan for Pneumonia infections caused by Bat Illness (Trial Version 5)" and Dr. Zhong's explanation of this virus pandemic. It incorporates more than 85% similitudes, identify with practically a similar family however are not precisely the same ones [1].

Academician Zhong Nanshan and his team submitted a report on the characteristics of COVID-19 on February 9, 2020 [2]. The investigation of clinical examples from 1099 positive cases yielded various clinical highlights about the COVID disease, accentuating the patient's essential symptoms and radiological elements.

Primary symptoms of the virus, by WHO reports, are comparable to those of the regular flu: sickness, fatigue, chronic cough, breathlessness, joint pain, and hoarseness [3]. The similarity of COVID-19 symptoms to flu signs makes timely identification of the coronavirus difficult. COVID-19 such as other   viruses and bacteria, has been believed to cause bronchitis in some patients, and the care for COVID-19 pneumonia differs from that for other respiratory contagions. Furthermore, patients with bacterial pneumonia necessitate antibiotic treatment, whilst patients with bronchiolitis can be treated with intensive care [4]. As a result, correct scrutiny of COVID-19 is important for saving humanoid lives and halting the global epidemic outbreak.

In moreover to an incubation time of isolating for 14 days, the COVID-19 Diagnosis and Treatment Strategy by the National Health Commission [5]. Medical practitioners oftenly employ chest X-ray scanning to confirm or eliminate the chances of a bronchitis infection. COVID-19 steadily expands lungs density, which can lead to severe life-threatening acute pulmonary disease [6]. Main image aberrations such as lateral lines, or ventral changes, as well as ground glass occlusion, can be seen on a COVID-19 chest X-ray image [7].

As a result, this imaging method used as a first-line diagnostic instrument for COVID-19 detection by looking for continual aesthetic irregularities in a patient’s chest X-ray image [8]. Despite the fact that imaging techniques give better resolution, the chest X-ray image is expensive and sensitive [9][10]. In the unavailability of diagnostic kits and screening sites, the widespread accessibility of X-ray machineries makes it a promising option for COVID-19 identification. Yet, manual evaluation of every X-ray image and retrieval of the results is the most difficult aspect of an X-ray-based COVID-19 method for the determination. This would necessitate a significant amount of time and the participation of medical personnel. Evaluation techniques are required to recognize positive cases of the disease from their X-rays. In generating high quality results deep learning approach is known for its effectiveness, as well as other benefits including: (1) optimum use of large datasets, (2) removal of added expenses, (3) reduce feature, (4) elimination of manual data annotation. As a result, recent models of deep learning are frequently employed to retrieve important attributes and characteristics from the pictures in categories them using their independent nature. Deep learning algorithms have, in fact, made a substantial contribution to the diagnosis of diseases and the development of outstanding classification performance with far less time-taking modeled tasks [4]. To detect COVID-19, the suggested technique employs a deep learning method via the ChestNet algorithm, which yields promising results.

**Literature Review**

In previous time, convolutional neural networks constructed by using deep learning models which has resulted in numerous breakthroughs in the research of object detection, recognition and segmentation of images. It is feasible to design end-to-end models that gain knowledge from the data and find classification patterns in it across a number of processing layers by eliminating the need to extract features separately through deep learning artificial intelligence. The rapid expansion of the COVID-19 disease outbreak has compelled the creation of novel approaches to meet the outbreak's increasing healthcare demands.

In the literature [11] there are many conventional deep learning convolutional neural network that have been deployed for the detection of COVID-19 with and without modifications in the design [12]. In the wide range of research fields and disciplines these models have been used for object detection and image identification. Among the most widely utilized algorithms , some locational production models are VGG-16/19, AlexNet,GoogleNet, and LetNet. Depth-based CNNs, such as MobileNet, ResNet, Inception-V3, V4. (3) DenseNet, Xception, SqueezeNet, as well as other models are examples. Deep transfer learning can be used to pre-train these architectures [13]. [14].

In preliminary research on COVID-19, Shan et al introduced a versatile framework dependent on profound learning for characterization and quantitative examination to explore chest (CT) of infectious ailing region and the total respiratory framework design and man-machine circle effectiveness to label each case. In Tianjin Medical University's Cancer Hospital, Wang et.al developed a theoretical foundation to analyze the COVID-19. The created model extracted features of COVID-19 images to analyze positive cases [16].

To properly identify COVID-19 patients, specialists from Huazhong University of Science and Technology's Affiliated Hospital utilized three-dimensional computer tomography (CT) and neural network based supervised deep learning to identify coronavirus bronchitis to categorise both negative and positives cases of the disease[17].

In Birmingham City University and Arthurs University, researchers like Asmaa and Mohammad used coronavirus pneumonia images for its classification and identification through convolutional neural network as well as class decomposition method for analyzing its class boundaries to cope with any anomalies in the dataset, focusing for high accessibility of COVID-19 named dataset[18].

Li studied affirmed instances of COVID-19 patients by using their chest tomography (CT) through deep CNNs [19]. Rehman et.al utilized pre trained models' information to fabricate a coordinated identification system to figure out how COVID-19 affected role from bronchiolitis and healthy individuals [20]. As the pandemic has advanced, machine and deep learnings have been utilized to recognize patients of COVID-19. Wang et.al detected COVID-19 through chest computer tomography using inception network[16].

Asif et.al in [21] utilized the inception V3 algorithm demonstrating its ease of implementation and reliability of detecting COVID-19 by the images of chest x-rays of the patients and implementing transfer learning method. Pre-trained model of modified ResNet50 is utilized by Song et.al in [22] for efficiently categorizing healthy people, patients with COVID-19 and acute bronchitis. Loey et.al achieved 80.6% of accuracy in detecting and classifying patients with COVID-19, viral pneumonia, acute bronchitis, through a pretrained model of GoogLeNet [23]

The authors created the combinational neural network with Xception and ResNet50V2 that properly classified patients of COVID-19 having chest x-ray with 99.65 percent accuracy[24]. Hassanien et al. used a multi layered criterion in conjunction with a support vector machine (SVM) mechanism to accurately categorize COVID-19-infected people X-ray images [25]. Alqudah and co-author implemented the categorization of chest x rays with great  precision using machine learning techniques like random forest (RF) , SVM, and CNN [26]. Osi demonstrated that RF outperforms linear discriminant analysis (LDA) as well as SVM in predicting COVID-19 effects [27]

In [28] Kumar et.al incorporated DenseNet121 as well as SqueezeNet 1.0 through transfer learning and made DeQueezeNet to retrieve general significance and relative effect of characteristics from X-ray images during classification procedure of COVID-19 patients. Abbas et.al modified a deep learning convolutional neural network knows as transmission or also DeTrac to categorize images of chest x-ray of COVID-19 positive patients. The algorithm is a category degradation methodology for analyzing image datasets that can manage any anomalies in the boundary [18].

Having 93.48 percent efficiency, Apostolopoulos et al. established a system for multi classifying images of COVID-19 using five variants of convolutional neural network. Horry et al. detected COVID-19 using both VGG16 and VGG19 algorithms, with 80% of recall and precision [30]. Sethy and Behera anticipated a state-of-the-art deep learning technique for classifying chest X-ray images of COVID positive patients.[31]. For categorizing and extracting features, the program employs nine pre-trained frameworks and SVMs.  Among which ResNet50-plus SVM's efficiency rate was better than some other models, having 95.38 percent and 95.52 percent F1-score, respectively.

Having 99.01 percent accuracy, Rajaraman et al. [32] utilized recursively pruned deep learning models to categories chest x-rays into regular, COVID-19, or acute bronchitis. Different models were assessed in order to improve the classification efficiency, through different clustering techniques models with the best results were consolidated. However, such methodologies are best suited for limited images of COVID-19 dataset, as computation complexity is very high of multiple models calculation, so with the large dataset there is no certainty that their efficiency would be maintained [33,34].

In this sense, other proposals have also been suggested using deep learning for three-class characterization. Cases are classified as COVID-19, normal, or bronchitis in research by [35-38]. Peers [39,40] or serious intense respiratory disorder (SARS) [29] changed pneumonia with a conventional non-COVID-19 group. In a four-class classification, experiments differentiate between bacterial and viral bronchitis less commonly [11].  Various studies [13,14] used binary classification model to divide patients into COVID-19 positive and COVID-19 negative groups. Despite the fact that these methodologies attained high precision (more than 89 percent), the number of COVID-19 dataset is limited. In [35], for example, dataset consisted only 45 images, used only 45 COVID-19 images. Furthermore, successive model used a subset of the same dataset for testing, which could result in erroneously enhanced effectiveness, especially since the same subject could have dataset related to various X-ray images.

**Methodology**

**Dataset:** The dataset of chest x-ray images for the COVID-19 classification was downloaded from GitHub. For the pneumonia diseases, the X-ray images dataset was gathered from Kaggle (a huge source of public datasets). Both datasets were merged to form a collective dataset related to COVID-19 and pneumonia chest X-ray images. The collected dataset contains the 468 COVID-19 images and 3875 pneumonia images.Images of pneumonia were further separated into two classes (Bacterial pneumonia and Viral pneumonia). Lastly, the dataset was base on four classes and the images count of each class is available in Table 1.

*Table 1: Number of total images in each class of prepared dataset.*

|  |  |  |
| --- | --- | --- |
| Class Label | Class Name | Total images |
| 0 | Normal | 1341 |
| 1 | Bacterial Pneumonia | # |
| 2 | Viral Pneumonia | # |
| 3 | COVID-19 | 468 |

**Preprocessing:** All the images of x-ray were into gray-scale images. As the chest X-ray images dataset was composed of large size images, so the most significant step of preprocessing was the resizing of images. The size of all images was changed to 224 x 224 x 1 so that rational computational time can be achieved during the training of deep learning model. Deep learning models required the sufficient amount of data for the reliable training and excellent result of the model. The technique of augmentation was used to increase the dataset to some reasonable amount. The vertical flip, horizontal flip, rotation, translation and blurring techniques were used for the augmentation of data. Lastly, we converted the augmented grayscale image to 3 channel images for fine tuning.

**Model:** For the Classification of COVID-19 and pneumonia, the pretrained model of PyTorch (cheXNet) was used for training. CheXNet model is based on 121 convolutional layer (Dense Network of DenseNet) and trained on the 14 dataset of Chest X-rays images. DenseNet uses the pretrained weights of ImageNet and replace the fully connected layer with the single output layer. It also replaces the SoftMax function with the nonlinearity Sigmoid function. The hyperparameters of the CheXNet were: optimizer=Adam, batch size=16, and learning rate=0.001 for training. The count of training and testing images is available in table 2.

*Table 2: Count of X-ray images in training and testing set after augmentation.*

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Class Label | Class Name | Total images | After Augmentation | Training | Testing |
| 0 | Normal | 1341 | # | # | 233 |
| 1 | Bacterial Pneumonia | # | # | # | 242 |
| 2 | Viral Pneumonia | # | # | # | 148 |
| 3 | COVID-19 | 468 | # | # | 30 |

The CheXNet pretrained model was selected as base model for training. The dataset was split into 80% and 20% into training and testing set respectively. For the training of the model on 4 classes rather than 14 classes the output layer of the model was modified. The split of 0.2% of training set was used for validation during the training of the model. The Adam optimizer with batch size 8 was used for the training of the model. Later, the model was fine-tuned by changing the learning rates and optimization algorithm. The model was tested on the best fine-tuned model by calculating the evaluation measures using Eq 1-4. In Eq 1-4, the TP, TN, FP and FN are abbreviated from true positive, true negative, false positive and false negative respectively. As the false predicted covid-19 X-ray images were more costly for our system, so the main goal of the model was to achieved the high score of recall.

**Results**

In this study, fully automated deep learning model was presented for the Classifying COVID-19 virus among the other viral viruses. The chest X-ray pictures of four classes including COvid-19, Bacterial Pneumonia, Viral Pneumonia and Normal images were gathered from Kaggle and GitHub (see methodology).

Firstly, the CheXNet pretrained model was trained on three classes (COVID-19, Pneumonia and Normal). We merged the Viral Pneumonia and Bacterial Pneumonia into single parent class and label as Pneumonia. The data set was split and 80% of it was used for training data and for testing the data ,20% of it was used. The Adam optimizer with different learning rates was used to trained the model. By comparing the evaluation scores of the model with different learning rates, model performed best with Adam optimizer on 0.001 learning rate. CheXNet showed the approximately 98% accuracy with the significant score of other evaluation measures (Table 3). The model was evaluated on testing data by plotting the confusion matrix (Figure 1). It was shown that all the COVID-19 samples are correctly classified using the confusion matrix. But for the Pneumonia images, model predict the 2 samples of Pneumonia as Normal Chest images. The False positive and false Negative rate of the model confirmed that the model is fair enough to deploy in real world environment. The ROC curve of the trained model is also presented in Figure 2.

*Table 3: Evaluation scores of the CheXNet model on three classes.*

|  |  |  |  |
| --- | --- | --- | --- |
| **Class** | **AUROC** | **Sensitivity** | **PPV** |
| Normal Lung | 0.9788 | 0.761 | 0.989 |
| Bacterial Pneumonia | 0.9798 | 0.961 | 0.881 |
| Viral Pneumonia | 0.9370 | 0.872 | 0.721 |
| COVID-19 | 0.9994 | 1.000 | 0.938 |

|  |  |
| --- | --- |
|  |  |

Secondly, the dataset with their original classes (c=4) was used to train the CheXNet model. Same configuration settings were followed to train the model. By the testing data, confusion matrix of the model was calculated (Figure 3). The accuracy, precision, recall and F1-Score were calculated by confusion matrix in Table 4. The confusion matrix showed that the model still correctly classified the all samples of COVID-19. While the model incorrectly classified the 18 Viral sample as Bacterial and 7 Bacterial samples as Viral. The model also wrongly classified the 18 and 43 Normal Samples as Bacterial and Viral Pneumonia samples. The significant false negative score of the model showed how robust the trained model was and made the model capable to make predictions in real world environment after clinical trials. The ROC curves of CheXNet models on four classes is also presented in Fig 4. The evaluation of both model for unseen image is also presented in Fig 5.

*Table 4: Evaluation scores of the CheXNet model on four classes.*

|  |  |  |  |
| --- | --- | --- | --- |
| **Class** | **AUROC** | **Sensitivity** | **PPV** |
| Normal Lung | 0.9788 | 0.761 | 0.989 |
| Bacterial Pneumonia | 0.9798 | 0.961 | 0.881 |
| Viral Pneumonia | 0.9370 | 0.872 | 0.721 |
| COVID-19 | 0.9994 | 1.000 | 0.938 |

|  |  |
| --- | --- |
|  |  |

|  |  |
| --- | --- |
|  |  |
| Input Image | |
|  |  |
| Inference Image | |

**Discussion**

In this study the transfer learning technique was used for the classification of Pneumonia and COVID-19 disease with Normal samples using Chest X-ray images. Firstly, the CheXNet model with their pretrained weights was used for the classification of Chest X-ray of three classes (Pneumonia, COVID-19, Normal). The newly trained CheXNet model showed the significant scores for the selected evaluation measures in Table 3. But the model was unable to classify the type of Pneumonia and also classify the 59 Normal samples as pneumonia samples. It showed that the pneumonia is the most deceptive class for the model and model hardly distinguished between Normal and Pneumonia samples. Later, it was seen that the Pneumonia class has two distinct types (Bacteria and Viral Pneumonia). Once again, the CheXNet model with their pretrained weights was used for the categorization of Pneumonia and COVID-19 diseases on the four classes. After the training of the CheXNet model, the evaluation scores showed slightly decline on testing set. The fall of evaluation score was due to the miss classification of Normal samples. As the model was confused between normal and pneumonia samples in first model and predict some wrong classification for normal class, now the Pneumonia class in further divided into Bacterial and Viral classes. Now the model is more hardly distinguished between Pneumonia classes and Normal samples. That’s why the model wrongly classified to Normal samples into Pneumonia classes and Pneumonias classes into Normal samples. However, for the classifying patients with COVID-19 chest X-ray images each model is robust enough to made prediction on real world data. For the significant result of Pneumonia image classification, there is need to perform some advance image processing steps. These steps will emphasize the affected area of Pneumonia images and distinguished them from the Normal images. Resultantly, the same models will be robust enough to make predictions for Pneumonia images.

**Conclusion**

In this study, the images from Kaggle and GitHub was used related to chest x ray of patients having Pneumonia and COVID-19. To train the model, the count of image was increase up to appropriate amount by augmentation. The resizing and scaling technique were used for the training of model in time period. The CheXNet pretrained model was used with pretrained weights. By the transfer learning technique, CheXNet model was trained on three and four classes to classify Pneumonia and COVID-19. The CheXNet model showed the 98% and 96% accuracy on the three and four classes respectively. For the COVID-19 class, model showed the accurate results. Although, the Pneumonia class was deceptive for the model and model predict some wrong classification between Pneumonia class and Normal class. However, the misclassification of the Pneumonia and Normal class can be handle by performing some image processing steps in future study.
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